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Á AM Session ï 8:30am ï 11:20am 

Á Brief introduction to NVMe - Janene Ellefson (Micron) 

Á NVMe Ecosystem Development - Amber Huffman (Intel) 

Á Microsoftôs perspective on NVMe ï Tobias Klima (Microsoft) 

Á NVMe Applications for Datacenter, Enterprise, and Client ï Swapna Yasarapu 
(STEC) 

Á Break 

Á NVMe Conformance & Interoperability -  David Woolf (UofH IOL) 

Á SATA Express & NVMe Vision in End User Computing ï Munif Farhan (Dell) 

Á Q&A 

Á PM Session ï 3:15pm ï 4:25pm 

Á 1.1 Spec Overview and Future Directions ï Peter Onufryk 

Á Panel ï ñNVMe Deployment and Whatôs Next?ò 

Á Moderator: Sergis Mushell, Gartner 

Á Panel Members: Steve Sardella (EMC), David Landsman (Sandisk), 
David Dale (NetApp), Sumit Puri (LSI)  

 



What is NVMe? 
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ÁNVMe is a scalable host controller interface designed 
to address the needs of Enterprise, Datacenter, and 
Client 

ÁTarget for PCIe based SSDs 

ÁProvides optimization  

Á13 Promoter companies 

Á Intel, Micron, LSI, Marvell, Cisco, EMC, Dell, 
Oracle, NetApp, sTec, Samsung, SanDisk, PMC 
Sierra 

ÁOver 90 NVMe member companies 

ÁPlugfest 1.0 Complete 

Á1.1 Spec 

 



Why NVMe? 

ÅDeliver the full potential of NVM in Enterprise 

and Client platforms for PCIe based SSDs 

ÅArchitected for performance  

ÅPerformance across multiple cores 

ÅOptimized Register interface and command set 

ÅScalability 

ÅEnd to End data protection 

ÅLower power consumption 
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nvmexpress.org 
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NVM Express Overview & 

Ecosystem Update 

Amber Huffman 

Sr Principal Engineer, Intel 

August 13, 2013 
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Agenda 

ÅImportance of Architecting for NVM 

ÅOverview of NVM Express 

ÅStorage Drivers 

ÅForm Factors and Connectors 
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PCIe* SSDs for the Datacenter 

Á PCI Express* is a great interface for SSDs 

Å Stunning performance  1 GB/s per lane (PCIe* Gen3 x1) 

ÅWith PCIe* scalability 8 GB/s per device (PCIe* Gen3 x8) or more 

Å Lower latency  Platform+Adapter: 10 µsec down to 3 µsec 

Å Lower power  No external SAS IOC saves 7-10 W 

Å Lower cost   No external SAS IOC saves ~ $15  

Å PCIe* lanes off the CPU 40 Gen3 (80 in dual socket) 
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Fusion-io 

Micron 

LSI 

Virident 

Marvell 

Intel 

OCZ 

*Other names and brands may be claimed as the property of others. 



Next Generation Scalable NVM 
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Family Defining Switching 

Characteristics 

Phase 

Change 

Memory 

Energy (heat) converts material 

between crystalline (conductive) and 

amorphous (resistive) phases 

Magnetic 

Tunnel 

Junction 

(MTJ) 

Switching of magnetic resistive 

layer by spin-polarized electrons 

Electrochemical 

Cells (ECM)  
Formation / dissolution of 

ònano-bridgeó by electrochemistry   

Binary Oxide 

Filament 

Cells 

Reversible filament formation by 

Oxidation-Reduction 

Interfacial 

Switching 

Oxygen vacancy drift diffusion 

induced barrier modulation  

Scalable Resistive Memory Element 

Resistive RAM NVM Options 

Cross Point Array in Backend Layers ~4l2  Cell 

 

 

 

 

Wordlines Memory 
Element 

Selector 
Device 

Many candidate next generation NVM technologies. 

Offer ~ 1000x speed-up over NAND, closer to DRAM speeds. 



Fully Exploiting Next Gen NVM 
Requires Platform Improvements 

Á With Next Gen NVM, the NVM is no longer the bottleneck 

Å Need optimized platform storage interconnect 

Å Need optimized software storage access methods 
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0 20 40 60 80 100 120

Future NVM PCIe x4 Gen3

NAND MLC PCIe x4 Gen3 ONFI3

NAND MLC SATA 3 ONFI3

NAND MLC SATA 3  ONFI2

us 

App to SSD IO Read  Latency (QD=1, 4KB) 

NVM Tread NVM xfer Misc SSD Link Xfer Platform + adapter Software



Transformation Required 

Á Transformation was needed for full 

benefits of multi-core CPU 

Å App and OS level changes required 

 

Á To date, SSDs have used the legacy 

interfaces of hard drives 

Å Based on a single, slow rotating platter.. 

 

Á SSDs are inherently parallel and next 

gen NVM approaches DRAM-like 

latencies 
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For full SSD benefits, must architect for NVM from the ground up. 

NVMe is architected for NAND today and next gen NVM of tomorrow. 



Agenda 

ÅImportance of Architecting for NVM 

ÅOverview of NVM Express 

ÅStorage Drivers 

ÅForm Factors and Connectors 
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NVM Express 

Á NVM Express (NVMe) is the standardized high performance host controller 

interface for PCIe* SSDs 
 

Á NVMe was architected from the ground up for non-volatile memory, scaling 

from Enterprise to Client 

Å The architecture focuses on latency, parallelism/performance, and low power 

Å The interface is explicitly designed with next generation NVM in mind 
 

Á NVMe was developed by an open industry consortium of 90+ members and 

is directed by a 13 company Promoter Group 
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Technical Basics 

Á All parameters for 4KB command in single 64B command 

Á Supports deep queues (64K commands per queue, up to 64K queues) 

Á Supports MSI-X and interrupt steering 

Á Streamlined & simple command set (13 required commands) 

Á Optional features to address target segment (Client, Enterprise, etc) 

Å Enterprise: End-to-end data protection, reservations, etc 

Å Client: Autonomous power state transitions, etc 

Á Designed to scale for next generation NVM, agnostic to NVM type used 
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Queuing Interface 
Command Submission & Processing 
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1. Host writes command to 

Submission Queue 
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Queuing Interface 
Command Completion 
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Submission 

Queue Host Memory
Completion 
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Simple Optimized Command Set 
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Admin Commands 

Create I/O Submission Queue 

Delete I/O Submission Queue 

Create I/O Completion Queue 

Delete I/O Completion Queue 

Get Log Page 

Identify 

Abort 

Set Features 

Get Features 

Asynchronous Event Request 

Firmware Activate (optional) 

Firmware Image Download (optional) 

Format NVM (optional) 

Security Send (optional) 

Security Receive (optional) 

NVM I/O Commands 

Read 

Write 

Flush 

Write Uncorrectable (optional) 

Compare (optional) 

Dataset Management (optional) 

Write Zeros (optional) 

Reservation Register (optional) 

Reservation Report (optional) 

Reservation Acquire (optional) 

Reservation Release (optional) 

Only 10 Admin and 3 I/O commands required. 



Proof Point: NVMe Latency 

Á NVMe reduces latency overhead by more than 50% 

Å SCSI/SAS:  6.0 µs 19,500 cycles 

Å NVMe:   2.8 µs   9,100 cycles 

 

Á Increased focus on storage stack / OS needed to 

reduce latency even further 
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2.8 µsecs  

Cores 
Used for 
1M IOPs  

6.0 µ secs  

Linux *  

Storage Stack  

VFS / File System  

Block Layer  

SCSI 
Xlat  

User  

Kernel  

SAS 
Driver  

Prototype 
Measured IOPS  

NVMe 
Driver  

Req 
Queue  

1.02M 

Chatham NVMe Prototype  

Measurement taken on Intel ®  CoreÊ i5-2500K 3.3GHz 6MB L3 Cache Quad -Core Desktop 
Processor using Linux RedHat *  EL6.0 2.6.32 -71 Kernel.  



NVMe Deployment Beginning 

Á NVM Express 1.0 specification published in March 2011 

Å Additional Enterprise and Client capabilities included in NVMe 1.1 (Oct 2012) 
 

Á First plugfest held May 2013 with 11 companies participating 

Å Interoperability program run by University of New Hampshire Interoperability Lab, 

a leader in PCIe*, SAS, and SATA compliance programs  
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� N̂VMe was designed from the ground up to 
enable non-volatile memory to better address the 
needs of enterprise and client  systems. This 
Plugfest highlights the rapid development and  
maturity of the NVMe specification and the 
surrounding infrastructure as well as supporting 
PCIe SSD devices." 

JH Lee, Vice President,  
Flash Memory Product Planning and Enabling,   

Samsung Electronics 
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*Other names and brands may be claimed as the property of others. 


