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Errata Overview 

 

 

 

A substantial re-write of the Protection Information section is complete to make the associated 
material easier to understand. 
 
It is clarified that a controller may re-use NGUID and EUI64 values when the original namespace 
has been deleted. 
 
The error condition to return when an invalid starting NSID is specified for returning a list of NSIDs 
is returned. 
 
Clarifications are made to avoid implying that a controller ID of 0h is invalid. 
 
A clarification is made to be clear that the Phase Bit shall be part of the last write done to host 
memory for a Completion Queue Entry. 
 
The RTD3 resume and entry latency values may not be supported by compliant revision 1.2+ 
devices. 
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Revision History 

Revision Date Change Description 

12/09/2015 Initial draft  

12/16/2015 
APST clarification; 4.1 wording changes; added temperature threshold 
clarification 

12/21/2015 Added the rest of the protection information. 

1/7/2016 
Updated section 4.6 wording, moved RTD3 changes from Fabrics base diff, 
added 1-based convention, removed self-test changes from this ECN (since 
they are for a 1.3 feature), added clarification for optional log pages 

1/28/2016 Added a few controller identifier = 0h clarifications.  

2/3/2016 
Minor updates, including updating the overview. Pushing additional changes 
to ECN 009. 

4/19/2016 Ratified. 

 
 
Description of Specification Changes 
 
Modify a portion of Section 7.9 (Unique Identifier) as shown below: 
 
The Identify Namespace data structure contains the IEEE Extended Unique Identifier (EUI64) and the 
Namespace Globally Unique Identifier (NGUID) fields. EUI64 is an 8-byte EUI-64 identifier and NGUID is a 
16-byte identifier based on EUI-64. When creating a namespace, the controller specifies a globally unique 
value in the EUI64 or NGUID field (the controller may optionally specify a globally unique value in both fields). 
In cases where the 64-bit EUI64 field is unable to ensure a globally unique namespace identifier, the EUI64 
field shall be cleared to 0h. When not implemented, these fields contain a value of 0h.  A controller may reuse 
a non-zero NGUID or EUI64 value for a new namespace after the original namespace using the value has 
been deleted. 
 
 
Modify a portion of Figure 86 (Identify – Data Structure Returned) as shown below: 
 

CNS Value Definition 

. . . . . . 

Namespace Management 

10h 

A list of up to 1024 namespace IDs is returned to the host containing allocated NSIDs with a 
namespace identifier greater than the value specified in the Namespace Identifier (CDW1.NSID) 
field.  
 
The controller should abort the command with status code Invalid Namespace or Format if 
CDW1.NSID is set to FFFFFFFEh or FFFFFFFFh.  Note that CDW1.NSID may be cleared to 0h to 
retrieve a Namespace List including the namespace starting with NSID of 1h. 
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Modify a portion of Figure 1 (Asynchronous Event Information – Notice) as shown below: 
 

Value Description 

0h 

Namespace Attribute Changed: The Identify Namespace data structure for one or more 

namespaces, as well as the Namespace List returned when the Identify command is issued with 
the CNS field set to 02h, has have changed.  Host software may use this event as an indication 
that it should read the Identify Namespace data structures for each namespace to determine what 
has changed.  
 
Alternatively, host software may request the Changed Namespace List (Log Identifier 04h) to 
determine which namespaces in this controller have changed Identify Namespace information 
since the last time the log page was read. 
 
 A controller shall not send this event when Namespace Utilization has changed, as this is a 
frequent event that does not require action by the host.  A controller shall only send this event for 
changes to the Format Progress Indicator field when bits 6:0 of that field transition from a non-
zero value to zero or from a zero value to a non-zero value. 

 
 
Modify section 4.9 as shown below: 
 

A Controller List, defined in Figure 37, is an ordered list of ascending controller IDs.  The controller identifier is 
defined in bytes 79:78 of the Identify data structure in Figure 90. Unused entries are zero filled. 

 

Figure 37: Controller List Format 

Bytes Description 

1:0 Number of Identifiers: This field contains the number of controller entries in the list. 
There may be up to 2047 identifiers in the list. A value of 0 indicates there are no 
controllers in the list. 

3:2 Identifier 0: This field contains the NVM subsystem unique controller identifier for the first 
controller in the list if present. or 0h if the list is empty (i.e. there are no controllers in the 
list). 

5:4 Identifier 1: This field contains the NVM subsystem unique controller identifier for the 
second controller in the list if present. or 0h if the list contains fewer than two entries. 

… … 

(N*2+3): 
(N*2+2) 

Identifier N: This field contains the NVM subsystem unique controller identifier for the 
N+1 controller in the list if present. or 0h if the list contains fewer than N+1 entries. 

 
 
Modify Figure 89 as shown below: 

Figure 89: Identify – Command Dword 10 

Bit Description 

31:16 

Controller Identifier (CNTID): This field specifies the controller identifier used as part of some 

Identify operations. If the field is not used as part of the Identify operation, then host software shall 
clear this field to 0h for backwards compatibility (0h is a valid controller identifier). Controllers that 
support Namespace Management shall support this field. 

15:08 Reserved 

07:00 
Controller or Namespace Structure (CNS): This field specifies the information to be returned to 

the host.  Refer to Figure 86. 

 
 
Modify a portion of section 4.6 (Completion Queue Entry) as shown below: 

An entry in the Completion Queue is at least 16 bytes in size.  Figure 25 describes the layout of the first 16 
bytes of the Completion Queue Entry data structure.  The contents of Dword 0 are is command specific.  If a 
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command uses Dword 0, then the definition of this Dword is contained within the associated command 
definition.  If a command does not use Dword 0, then the field is reserved.  Dword 1 is reserved.  Dword 2 is 
defined in Figure 26 and Dword 3 is defined in Figure 27.  Any additional I/O Command Set defined in the future 
may use an alternate Completion Queue entry size or format. 

 
If a Completion Queue Entry is constructed via multiple writes, the Phase Tag bit shall be updated in the last 
write of that Completion Queue Entry.   

 
 
Modify section 8.3 (End to End Data Protection) as shown below: 
 

To provide robust data protection from the application to the NVM media and back to the application itself, end-
to-end data protection may be used.  If this optional mechanism is enabled, then additional protection 
information (e.g. CRC) is added to the logical block that may be evaluated by the controller and/or host software 
to determine the integrity of the logical block.  This additional protection information, if present, is either the first 
eight bytes of metadata or the last eight bytes of metadata, based on the format of the namespace.  For 
metadata formats with more than eight bytes, if the protection information is contained within the first eight bytes 
of metadata, then the CRC does not cover any metadata bytes.  For metadata formats with more than eight 
bytes, if the protection information is contained within the last eight bytes of metadata, then the CRC covers all 
metadata bytes up to but excluding these last eight bytes. As described in section 8.2, metadata, and hence 
this protection information may be configured to be contiguous with the logical block data or stored in a separate 
buffer. 

The most commonly used data protection mechanisms in Enterprise implementations are SCSI Protection 
Information, commonly known as Data Integrity Field (DIF), and the Data Integrity Extension (DIX).  The primary 
difference between these two mechanisms is the location of the protection information. In SCSI Protection 
Information DIF, the protection information is contiguous with the logical block data and creates an extended 
logical block, while in DIX, the protection information is stored in a separate buffer.  The end-to-end data 
protection mechanism defined by this specification is functionally compatible with both SCSI Protection 
Information DIF and DIX.  SCSI Protection Information DIF functionality is achieved by configuring the metadata 
to be contiguous with logical block data (as shown in Figure 211), while DIX functionality is achieved by 
configuring the metadata and data to be in separate buffers (as shown in Figure 212). 

NVM Express supports the same end-to-end protection types as DIF.  The type of end-to-end data protection 
(Type 1, Type 2, or Type 3) is selected when a namespace is formatted and is reported in the Identify 
Namespace data structure.   

The Protection Information format is shown in Figure 213 and is contained in the metadata associated with 
each logical block.  The Guard field contains a CRC-16 computed over the logical block data.  In addition to a 
CRC-16, DIX also specifies an optional IP checksum that is not supported by NVM Express.  The Application 
Tag is an opaque data field not interpreted by the controller and that may be used to disable checking of 
protection information.  The Reference Tag associates logical block data with an address and protects against 
misdirected or out-of-order logical block transfer.  Like the Application Tag, the Reference Tag may also be 
used to disable checking of protection information.   
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Figure 213: Protection Information Format 

 

 

8.3.1 The PRACT Bit 

The protection information processing performed as a side effect of Read and Write commands is controlled by 
the Protection Information Action (PRACT) bit in the command.  

8.3.1.1 Protection Information and Write Commands 

Figure 214 illustrates provides some examples of the protection information processing that may occur as a 
side effect of a Write command.  

If the namespace is not formatted with end-to-end data protection, then logical block data and any optional 
metadata is transferred from the host to the NVM with no protection information related processing by the 
controller.   

If the namespace was is formatted with protection information and the PRACT bit is cleared to ‘0’, then logical 
block data and metadata, which contains the containing protection information and may contain additional 
metadata, are transferred from the host buffer to NVM (i.e., the metadata field remains the same size in the 
NVM and the host buffer).  As the logical block data and metadata passes through the controller, the protection 
information is checked.  If a protection information check error is detected, the command completes with the 
status code of the error detected (i.e., End-to-end Guard Check, End-to-end Application Tag Check or End-to-
end Reference Tag Check).   

If the namespace was is formatted with protection information and the PRACT bit is set to ‘1’, then: logical block 
data is transferred from the host to the controller.  

1. If the namespace is formatted with Metadata Size equal to 8 (refer to Figure 93), then the logical block 
data is transferred from the host buffer to the controller. As the logical block data passes through the 
controller, the The controller inserts generates and appends protection information to the end of the 
logical block data, and the logical block data and metadata containing protection information are written 
to NVM (i.e., the metadata is not resident within the host buffer). 

2. If the namespace is formatted with Metadata Size greater than 8, then the logical block data and the 
metadata are transferred from the host buffer to the controller.  As the metadata passes through the 
controller, the controller overwrites the protection information portion of the metadata.  The logical block 
data and metadata are written to the NVM (i.e., the metadata field remains the same size in the NVM 
and the host buffer).  The location of the protection information within the metadata is configured when 
the namespace is formatted (refer to the DPS field in Figure 90).  
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When there is additional metadata, the protection information may be transferred as the first eight bytes of 
metadata or the last eight bytes of metadata.  The location of the protection information is configured when the 
namespace is formatted.  In this case, the protection information replaces the first eight or last eight bytes of 
metadata (i.e., the metadata field remains the same size in NVM as that in the host). 

Figure 214: Write Command Protection Information Processing 
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Note: In cases (b) and (d) the PI could be before or after the 8 bytes of metadata.  

 

8.3.1.2 The PRACT Bit and Read Commands 

Figure 2 illustrates the protection information processing that may occur as a side effect of Compare command 
processing.  Compare command processing parallels both Write and Read commands.  The controller checks 
the protection information contained in the command and the protection information read from the NVM. 
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Figure 2: Protection Information Processing for Compare 
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Figure 216 provides some examples of illustrates the protection information processing that may occur as a 
side effect of Read command processing.  The processing parallels Write command processing with the 
exception that logical block data flows in the opposite direction.  When the PRACT bit is cleared to ‘0’ and the 
namespace was formatted with protection information, logical block data and metadata are transferred from 
NVM to the host and checked by the controller.  When the PRACT bit is set to ‘1’ and the namespace was 
formatted with protection information, logical block data and metadata are transferred from the NVM to the 
controller. The controller checks the protection information and then removes it from the metadata before 
passing the LBA to the host.   If the namespace format contains metadata beyond the protection information, 
then the protection information is not stripped regardless of the state of the PRACT bit (i.e., the metadata field 
remains the same size in the host as that in NVM). 

If the namespace is formatted with protection information and the PRACT bit is cleared to ‘0’, then the logical 
block data and metadata, which in this case contains the protection information and possibly additional host 
metadata, is transferred by the controller from the NVM to the host buffer (i.e., the metadata field remains the 
same size in the NVM and the host buffer).  As the logical block data and metadata pass through the controller, 
the protection information within the metadata is checked.  If a protection information check error is detected, 
the command completes with the status code of the error detected (i.e., End-to-end Guard Check, End-to-end 
Application Tag Check or End-to-end Reference Tag Check).     

If the namespace is formatted with protection information and the PRACT bit is set to ‘1’, then: 
a) if the namespace is formatted with Metadata Size equal to 8 (see Figure 93), the logical block data 

and metadata (which in this case is, by definition, the protection information), is read from the NVM by 
the controller.  As the logical block and metadata pass through the controller, the protection 
information is checked.  If a protection information check error is detected, the command completes 
with the status code of the error detected (i.e., End-to-end Guard Check, End-to-end Application Tag 
Check or End-to-end Reference Tag Check). After processing the protection information, the 
controller strips it and returns the logical block data to the host (i.e., the metadata is not resident 
within the host buffer); 
 

b) if the namespace is formatted with Metadata Size greater than 8, the logical block data and the 
metadata, which in this case contains the protection information and additional host formatted 
metadata, is read from the NVM by the controller.  As the logical block and metadata pass through 
the controller, the protection information embedded within the metadata is checked.  If a protection 
information check error is detected, the command completes with the status code of the error 
detected (i.e., End-to-end Guard Check, End-to-end Application Tag Check or End-to-end Reference 
Tag Check). After processing the protection information, the controller passes the logical block data 
and metadata, with the embedded protection information unchanged, to the host (i.e., the metadata 
field remains the same size in the NVM as within the host buffer).  
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Figure 216: Read Command Protection Information Processing 

 

 

Note: In cases (b) and (d) the PI could be before or after the 8 bytes of metadata. 

 

8.3.1.3 Protection Information for Fused Operations 

Protection processing for fused operations is the same as those for the individual commands that make up the 
fused operation. 

 

8.3.1.4 Protection Checking with the Compare command 
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Figure 215 illustrates the protection information processing that may occur as a side effect of Compare 
command processing.  Compare command processing parallels both Write and Read commands.  The 
controller checks the protection information contained in the command and the protection information read from 
the NVM. 

 

Figure 215: Protection Information Processing for Compare 
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8.3.1.5 Control of Protection Information Checking - PRCHK 

Checking of protection information consists of the following operations performed by the controller.  If bit 2 of 
the Protection Information Check (PRCHK) field of the command is set to ‘1’, then the controller compares the 
protection information Guard field to the CRC-16 computed over the logical block data.  If bit 1 of the PRCHK 
field is set to ‘1’, then the controller compares unmasked bits in the protection information Application Tag field 
to the Logical Block Application Tag (LBAT) field in the command.  A bit in the protection information Application 
Tag field is masked if the corresponding bit is cleared to ‘0’ in the Logical Block Application Tag Mask (LBATM) 
field of the command. 

For Type 1 protection, if bit 0 of the PRCHK field is set to ‘1’, then the controller compares the protection 
information Reference Tag field to the computed reference tag.  The value of the computed reference tag for 
the first LBA of the command is the value contained in the Initial Logical Block Reference Tag (ILBRT) or 
Expected Initial Logical Block Reference Tag (EILBRT) field in the command.  If the namespace is formatted 
for Type 1 or Type 2 protection, the computed reference tag is incremented for each subsequent logical block. 
If the namespace is formatted for Type 3 protection, the reference tag for each subsequent logic block remains 
the same as the initial reference tag.  Unlike SCSI Protection Information Type 1 protection which implicitly uses 
the least significant four bytes of the LBA, the controller always uses the ILBRT or EILBRT field and requires 
host software to initialize the ILBRT or EILBRT field to the least significant four bytes of the LBA when Type 1 
protection is used. In Type 1 protection, the controller should check the ILBRT or EILBRT field; if there is any 
miscompare, the command completes with an error of Invalid Protection Information. If the ILBRT or EILBRT 
field does not match the least significant four bytes of the LBA, then the controller completes the command with 
an Invalid Protection Information status code. 

For Type 2 protection, if bit 0 of the PRCHK field is set to ‘1’, then the controller compares the protection 
information Reference Tag field from each logical block to the computed reference tag. The computed reference 
tag is incremented for each subsequent logical block. The value of the computed reference tag for the first LBA 
of the command is the value contained in the ILBRT or EILBRT field in the command. Host software may set 
the ILBRT and EILBRT fields to any value.  

For Type 3 protection, if bit 0 of the PRCHK field is set to ‘1’, then the command may be aborted with status 
Invalid Field in Command. The controller may ignore the ILBRT and EILBRT fields when Type 3 protection is 
used because the computed reference tag remains unchanged. 
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Protection checking may be disabled as a side effect of the value of the protection information Application Tag 
and Reference Tag fields regardless of the state of the PRCHK field in the command.  If the namespace is 
formatted for Type 1 or Type 2 protection, then all protection information checks are disabled regardless of the 
state of the PRCHK field when the protection information Application Tag has a value of FFFFh.  If the 
namespace is formatted for Type 3 protection, then all protection information checks are disabled regardless of 
the state of the PRCHK field when the protection information Application Tag has a value of FFFFh and the 
protection information Reference Tag has a value of FFFF_FFFFh. 

Inserted protection information consists of the computed CRC-16 in the Guard field, the LBAT field value in the 

Application Tag, and the computed reference tag in the Reference Tag field. 
 
Modify a portion of Section 5.14.1.4 (Temperature Threshold) as shown below: 
 
The default value of the over temperature threshold feature for Composite Temperature is the value in the 
Warning Composite Temperature Threshold (WCTEMP) field in the Identify Controller data if WCTEMP is 
non-zero; otherwise, it is implementation specific. The default value of the under temperature threshold 
feature for Composite Temperature is implementation specific.  The default value of the over temperature 
threshold for all implemented temperature sensors is FFFFh. The default value of the under temperature 
threshold for all implemented temperature sensors is 0h. 
 
If a Get Features command is submitted for this feature, the temperature threshold selected by Command 
Dword 11 is returned in Dword 0 of the completion queue entry for that command. 
 
 
Modify a portion of Figure 114 (Temperature Threshold – Command Dword 11) as shown below: 

 

Bit Description 

15:00 
Temperature Threshold (TMPTH):  Indicates the threshold value to apply (in a Set Features) or 

return (in a Get Features) for the temperature sensor and threshold type specified. 

 
 
Modify a portion of section 5.14.1.2 (Power Management) as shown below: 

This Feature allows the host to configure the power state.  The attributes are indicated in Command Dword 11.  

After a successful completion of a Set Features command for this feature, the controller shall be in the Power 
State specified. If enabled, autonomous power state transitions continue to occur from the new state. 

If a Get Features command is submitted for this Feature, the attributes specified in Figure 111 are returned in 
Dword 0 of the completion queue entry for that command. 
 
Modify bytes 91:84 in Figure 90 (Identify Controller) as shown below: 

 
 

87:84 M 

RTD3 Resume Latency (RTD3R):  This field indicates the typical latency in 

microseconds resuming from Runtime D3 (RTD3). Refer to section 8.4.4 for test 
conditions. Implementations compliant to revision 1.2 or later of this specification 
shall report a non-zero value in this field. A value of 0h indicates RTD3 Resume 
Latency is not reported. 

91:88 M 

RTD3 Entry Latency (RTD3E):  This field indicates the typical latency in 

microseconds to enter Runtime D3 (RTD3). Refer to section 8.4.4 for test 
conditions.  Implementations compliant to revision 1.2 or later of this specification 
shall report a non-zero value in this field. A value of 0h indicates RTD3 Entry 
Latency is not reported. 

 
 
Modify a portion of section 1.5 (Conventions) as shown below: 
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A 0-based value is a numbering scheme for which the number 0h actually corresponds to a value of 1h and 
thus produces the pattern of 0h = 1h, 1h = 2h, 2h = 3h, etc.  In this numbering scheme, there is not a method 
for specifying the value of 0h.  Values in this specifications are 1-based (i.e., the number 1h corresponds to a 
value of 1h, 2h=2h, etc.) unless otherwise specified.  
 
 
Modify a portion of Section 5.10 (Get Log Page command) as shown below: 

The Get Log Page command returns a data buffer containing the log page requested.   

The Get Log Page command uses the PRP Entry 1, PRP Entry 2, and Command Dword 10 fields.  All other 
command specific fields are reserved. 

There are mandatory and optional Log Identifiers defined in Figure 76 and Figure 77.  If a Get Log Page 
command is processed that specifies a Log Identifier that is not supported, then the controller should abort the 
command with status Invalid Field in Command. 
 
 


